
 بر هسته یتنک مبتن ییبازنمابندی ‌نوزاد با استفاده از طبقه یهگر یصدا تحليل

 1931بهار و تابستان  / 1مجله انجمن مهندسی صوتيات ایران/سال سوم/شماره 

 

65 

 

 بازنمایی تنک مبتنی بر هسته بندطبقهصدای گریه نوزاد با استفاده از  تحليل
 

 *حسن مرادیمحمد  ،امير اخوان

 امیرکبیر صنعتی ، دانشگاهمهندسی پزشکیدانشکده  ،بیوالکتریکگروه مهندسی 

 

 دهکيچ
تشخیص بیماری  به منظورتواند این اطلاعات میدهد. میپردازش صدای گریه نوزاد اطلاعات مفیدی در مورد وضعیت نوزاد در اختیار قرار 

در صندای گرینه    کرد تفکیک دو نوع منشاء درد و گرسننگی  رویصدای گریه نوزاد با  تحلیلو یا درک نیاز نوزاد استفاده شود. این مقاله به 

در  ،رو ی الگنو اسنت. از اینن   بازشناخت های پردازش در حوزهیکی از جدیدترین ابزار (سیگنالعلامت )های بازنمایی تنک الگو. داخته استرپ

به منظور طراحی دیکشنری در . شودمیارائه بندی انواع صدای گریه نوزاد ها در طبقهالگوبرای استفاده از این  جدید مقاله جاری چارچوبی

اسنتفاده   (لمِ بسامدپستروم کِضرایب شنوایی انسان ) امانهمشابه س (رزولوشنیپذیریی ) تفکیکاطلاعات طیفی با  تنک پیشنهادی از الگوی

بنند  د کنه طبقنه  نن دهشده نشان منی های انجام بررسی شود. دیکشنری نهایی از انتقال این اطلاعات به فضای هسته تشکیل می شده است.

روش پیشنهادی به  خروجی ،مقایسهبه منظور بازنمایی تنک مبتنی بر هسته عملکرد قابل قبولی در تفکیک دو نوع صدای گریه نوزاد دارد. 

 الگنوی د کنه  نن دهنتایج نشان منی ارائه شده است.  متداول بند بازنمایی تنکطبقهو  های معروف این حوزه بند تعدادی از طبقه همراه نتایج

هنای   منت علاتنک پیشنهادی  الگوی .های ارائه شده دارد بند طبقه سایرعملکرد بهتری نسبت به به طور کلی بازنمایی تنک مبتنی بر هسته 

بکار بنرده شنده در اینن    های  علامت نماید.می تفکیک درصد 39با دقتی بیش از  لایه -5 را به ازای روش اعتبارسنجی ها داده ردهگریه دو 

 .  ندا گردیدهثبت  نوزاد دختر( 93نوزاد پسر و  53) نوزاد سالم 65مقاله در مجموع از 

   

 صدای گریه نوزاد ،ضرایب کپستروم، پایه-هسته الگوی، بند بازنمایی تنکطبقه ،مایی تنکنباز الگوی ها:واژه کليد

 

     مقدمه. 1

 از ارتبناطی ننوزاد اسنت.   افعنال  ترین  یکی از مهم کردن گریه

صوتی ثبت شنده   (سیگنالعلامت ) 1دیس موجرو بررسی  این

تواند حاوی اطلاعات مفیدی از جسم میدر هنگام گریه نوزاد 

حنوزه نشنان   . تحقیقات موجود در اینن  [5] باشد ویو روان 

تنوان در  صنوتی گرینه ننوزاد منی     هایاز مشخصهدهد که می

راستای درک نیاز و ینا تشنخیص ینک بیمناری خناا در او      

در حنوزه  صورت گرفته های تلاشبه طور کلی  استفاده نمود.

گروه تقسیم نمود. دو  بهتوان را می پردازش صدای گریه نوزاد

ینک   تشنخیص در گروه اول هدف از پنردازش صندای گرینه    

تنوان بنه   در اینن مینان منی    خناا در ننوزاد اسنت.    بیماری

هنای  بیمناری  ،[9] 2اوتیسنم  [،3] خیص مشکلات شنواییتش

اشناره   [6] های تنفسنی و بیماری [4] عصبی مرکزی انهماس

در بسیاری از این منوارد تشنخیص زود هنگنام مشنکل      نمود.

را نوزاد، به روند درمنان او کمنک کنرده و احتمنال بهبنودی      

                                                           
  :نویسنده پاسخگوmhmoradi@aut.ac.ir 

1 Waveform 
2 Autism 

گروه دوم به شناسایی وضعیت نوزاد از جمله دهد.  افزایش می

 لننودگیآ[ و خننوا 51[، تننر] ]3-8[، گرسنننگی ]7-5درد ]

 پردازد. می [55]

انتخا  و استخراج بردار ویژگی از صدای گریه یکی از مراحل 

صدای گریه نوزاد اسنت. بنا    تحلیلثیرگذار در نتیجه أمهم و ت

هنای  ژگیترین وی توجه به تحقیقات موجود در این حوزه مهم

بندی صدای گریه ننوزاد  ی و طبقهبکار برده شده در بازشناخت

بیننی  [، ضرایب پنیش 6،53] بسامد -زمان عبارتند از: ویژگی

رو در  از این [.59] 4مِل بسامد[ و ضرایب کپستروم 5] 9خطی

ضنرایب کپسنتروم بنه عننوان بنردار ویژگنی       مقاله جناری از  

 شود.استفاده می

های بازنمایی الگوهای، علامتیکی از ابزارهای جدید پردازش 

هنا در کاربردهنای مختلفنی از جملنه     الگنو است. اینن   6تنک

ی [ و بازشنناخت 56سنازی ] [، فشنرده 54] (نویزنوفه )کاهش 

تنک بودن نقش بسیار مهمی در اند. [ بکار برده شده55الگو ]

                                                           
3 LPC; Linear Prediction Coefficient 
4 MFCC; Mel Frequency Cepstrum Coefficient  
5 Sparse Representation Models 
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و تصویر دارد. به عبارت  علامتهای پردازش بسیاری از حوزه

دیگر ویژگی تنک بودن یک قید مناسب برای حل بسیاری از 

شنود  تنک تلاش می الگوهای[. در 57] مسائل معکو] است

مورد بررسی براسا] ترکیب خطنی تعنداد کمنی     علامتکه 

بنه  هنا، اتنم و   ینک از اینن پاینه   پایه نمایش داده شود. به هر 

شود )دیکشنری ماتریسی ها، دیکشنری گفته میمجموعه اتم

دهند(. در های آن را تشکیل میها ستوندو بعدی است و اتم

هنای موجنود   تر از تعداد اتم حالت کلی ابعاد هر اتم بسیار کم

-با یک دسنتگاه معنادلات زینر    ،در دیکشنری است، بنابراین

ایت پاسخ روبرو هسنتیم. در اینن شنرایی قیند     با بینه 5معین

 تعداد زینادی تنک بودن، انتخا  یک پاسخ مناسب را از بین 

های موجود در این حنوزه  تلاش ،اخیراًسازد. ممکن می ،پاسخ

تواند بنه عننوان ینک    ضرایب بردار تنک میکه  ندا نشان داده

ی الگنننو و ختمعینننار متمایزکنننننده در کاربردهنننای بازشننننا

بندی با اسنتفاده  اسا] طبقه[. 58بندی استفاده شود ] طبقه

هنای   تنک بر این مبنا است که بازنمایی تنک داده الگوهایاز 

 های تواند ماهیت دادهآموزش می های علامتبر حسب  آزمون

لازم بنه  را با توجه به بردار ضرایب تنک تعیین نمایند.   آزمون

امنل  ذکر اسنت کنه انتخنا  دیکشننری مناسنب یکنی از عو      

از ایننن رو  باشنند.مننی الگوهنناگونننه  اینننثیرگننذار در نتیجننه أت

ینک دیکشننری    یادگیری و تولیدهای زیادی به منظور  تلاش

 . [31-53] ندا متمایزکننده انجام شده

تننک از   الگوهای از ،بندی طبقه در مطالعات موجود در حوزه

های آموزش به طور مستقیم در طراحی دیکشنری منورد   داده

[، بنه عبنارت دیگنر فضنای     33-35] شنود  نیاز اسنتفاده منی  

 آزمنون های آمنوزش و   های دیکشنری دقیقاً با فضای داده اتم

کرد در کاربردهایی مناسب است که در  روی این یکسان است.

منظنور   بنه  متمایزکنننده هنای مسنهله اطلاعنات     فضای داده

در  شنرایطی چننین  د. ناز یکدیگر موجود باش ها طبقهتفکیک 

. ندنوزاد( صادق نیسنت بندی صدای گریه  کاربرد جاری )طبقه

ابتدا به یک فضنای   ها همجموعه داد رو پیش مقالهبنابراین در 

 الگنوی ویژگی متمایزکننده منتقل شده و در ادامه دیکشنری 

    شود.   تنک در فضای جدید ساخته می

بازنمنایی تننک بنه     الگوهنای از در این مقاله برای اولین بنار  

. بنا  شنده اسنت   استفادهنوزاد  بندی صدای گریهمنظور طبقه

مننل یکننی از  بسننامدتوجننه بننه ایننن کننه ضننرایب کپسننتروم 

                                                           
1 Under-determined 

نحنوه   ،های مناسب در پردازش صدای گریه نوزاد است ویژگی

د. بنه  شنو ارائه میطراحی دیکشنری با استفاده از این ضرایب 

بازنمنایی   الگوهنای اننواع  یکنی از   تفکیک،منظور بهبود دقت 

 3بازنمنایی تننک مبتننی بنر هسنته     بنند  طبقهتنک با عنوان 

بنه منظنور بررسنی کنارایی      شنود. پیشنهاد میپایه(  -)هسته

کننننده متمننایز تحلیننلنتننایج بننا خروجننی  ،روش پیشنننهادی

، ماشننین بننردار بننند بازنمننایی تنننک متننداولطبقننه ،9خطننی

در ادامنه   .ندا مقایسه شده 6مخفی مارکوف الگویو  4پشتیبان

های مورد استفاده در اینن مقالنه و   جزئیات مربوط به دادهبه 

بنه منظنور سناخت دیکشننری      نحوه استخراج بنردار ویژگنی  

 بنند بند بازنمایی تنک و طبقنه . سپس طبقهشودپرداخته می

طور مختصنر  به پایه(  -)هستهنمایی تنک مبتنی بر هسته زبا

پیشنهادی بنر   الگوینتایج بکارگیری  در انتها د.نگردبیان می

 د.نشوگیری ارائه می نتیجهو های ثبت روی داده

 

 روش. 2

هنای  داده و شرایی ثبت ها علامتدر این بخش ابتدا مجموعه 

در ادامه نحنوه   و شوند می مورد استفاده در این مقاله توصیف

 . شده استارائه  ها آنویژگی از بردار استخراج 

 

 ثبت داده. 2-1

هنای   علامنت های مورد استفاده در این مقاله به دو گروه داده

مربننوط بننه هننای  علامننتمربننوط بننه درد و  هننای()سننیگنال

کننده توسی ذخیرهها  علامت د.نشوگرسنکی نوزاد تقسیم می

کیلننوهرتز  55 بسننامدبننا  7616-ایکننس اِ] الگننویسننونی 

. اند دهی( شده )کمیت بیت کوانتیزه 55قت برداری و با د نمونه

متنری دهنان   سنانتی  51میکروفون در فاصله  ،به منظور ثبت

مربوط به هر دو گروه )درد  برداری دادهدر نوزاد قرار داده شد. 

هنای  داده. حضنور داشنتند   هروز 9تنا   3و گرسنگی( نوزادان 

به پاشننه پنا    لانست گروه درد از نوزادانی که به واسطه ضربه

از هنا در اتناقی آرام   . اینن داده نند کنند، ثبنت گردید  گریه می

نوزاد دختر( به دسنت   58نوزاد پسر و  54نوزاد ) 93مجموع 

 . اند هآمد

قبنل از شنیردهی منادر    های مربوط به گنروه گرسننگی   داده

                                                           
2 KSRC; Kernel Sparse Representation Classification 
3 LD; Linear Discriminative Analysis 
4 SVM; Support Vector Machine 
5 HMM; Hidden Markov Model 
6 Sx-750 
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 6ننوزاد )  53هنای اینن گنروه    در داده .ندگردیدثبت  هانوزاد

 .[39] د دختر( شرکت داشتندنوزا 54نوزاد پسر و 

 

 کپستروم ویژگی با استفاده از ضرایببردار  استخراج . 2-2

 مل بسامد

ترین ویژگی بکاربرده  مهم یکی از مل بسامدضرایب کپستروم 

الگوهای چه  . اگر[34] دنباشمیشده در حوزه پردازش گفتار 

مربنوط   علامتگفتار با  (هایسیگنالهای ) علامتموجود در 

هننا در ولننی ایننن ویژگننی ؛هسننتندمتفنناوت  نننوزاد گریننه بننه

اینن  . باشند میثر ؤو ایجاد تمایز انواع گریه نوزاد م یختبازشنا

گنوش انسنان    خطنی  غینر  ضرایب با الهام گرفتن از حساسیت

شوند. در ادامه رونند  محاسبه می مختلف بسامدهاینسبت به 

در  شنده هنای بکناربرده  محاسبه ضرایب کپستروم مل از داده

 شود.این مقاله به اختصار بیان می

ثانینه بنا   میلنی  511ای بنه قطعنات   هر داده ینک ثانینه   ابتدا

شود. به منظور ایجاد پیوسنتگی و  می % تقسیم61پوشانی  هم

( علامتبالا )ناشی از قطعه کردن  بسامدهای کاهش اثر مولفه

شنود.   در حوزه زمنان اسنتفاده منی    1گذاری همینگاز پنجره

گذاری شده با استفاده از تبدیل فوریه سنری   های پنجرهداده

 د.نشو منتقل می بسامدبه حوزه مطابق رابطه زیر 

(1)  ( )  ∑  ( )    
3 
 

 

 

  5

  

ای در هننر قطعننه ثانیننهمیلننی 511 علامننت ( )  ،کننه در آن

باننک  موجود در  های صافیدر ادامه سهم هر یک از باشد.  می

  شود. محاسبه می 3رابطه  به کمک علامتاز طیف مل صافی 

 (2)        ( ∑(| ( )|  ( ))

 

  5

) 

طینف   ( ) منل و   بانک صافیام -i صافی،    در این رابطه

بنا   صافیمل از تعدادی  بانک صافید. ندهرا نشان می علامت

ای نموننه  پهنای باند یکسان در حوزه مل تشکیل شده اسنت. 

برداری نمونه بسامدبا دامنه مثلثی به ازای مل  بانک صافیاز 

از طینف  هنا   صنافی به همراه سنهم هنر ینک از     کیلوهرتز 55

رابطه  .اند نمایش داده شده 5شکل در  3رابطه مطابق  علامت

بنه   با مقینا] منل  ها  صافیمرکزی هر یک از این  سامدببین 

 صورت زیر است:

                                                           
1 Hamming windowing 

 (9) 
    

5111

   (5  
5111

711
)

   (5  
 

711
)  

 د.نباش و مل می بسامدبه ترتیب مقیا]      و    ،که در آن
  

 
صافی و سهم هر صافی از  51مل به ازای  صافی نمایش بانک 1شکل 

 .3رابطه طیف علامت با استفاده از 

  

مشنخص اسنت پهننای بانند اینن       5شنکل  طور که در  همان

بر حسب هرتز متفاوت است، این درحالی است که با ها  صافی

در مقیا] مل همنه   توان نشان داد کهمی 9رابطه استفاده از 

بنا توجنه بنه اینن      دارای پهنای باند یکسان هستند.ها  صافی

، مقیا] منل بنه   هرتز 711تر از  کم بسامدهای به ازایرابطه 

کنند و در خنارج از اینن    تغیینر منی   بسنامد صورت خطی بنا  

اینن   آیند. به صورت لگناریتمی در منی   موجود محدوده رابطه

ای ارائه شده اسنت کنه بنا حساسنیت غیرخطنی       رابطه بگونه

مختلنف سنازگار    بسنامدهای شنوایی انسان نسبت به  انهماس

مل، های  صافیپس از محاسبه سهم هر یک از  در انتها باشد.

ضرایب کپستروم مل با استفاده از تبدیل کسینوسی گسسنته  

 د.نآیمطابق زیر به دست می    بر روی

بننه ترتیننب تعننداد ضننرایب مننل و تعننداد     و   ،کننه در آن 

د. پنس از  نباشن منل منی   صنافی  باننک موجنود در  های  صافی

، ایثانینه میلی 511 محاسبه این ضرایب به ازای همه قطعات

متوسی ضرایب در همه قطعات به عنوان بردار ویژگی نهنایی  

 بلنوکی  نمنودار  ه ذکنر شند،  چن آن با توجه به شود.استفاده می

 نمایش داده شده است. 3شکل مرحله استخراج ویژگی در 

(1)       ∑     ( (  
5

3
)
 

 
)

 

  5
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 .مل بسامداستخراج ویژگی ضرایب کپستروم  بلوکی نمودار 2شکل 

 

 بند بازنمایی تنکطبقه. 2-9

 نظریننهدر  (سننیگنالعلامننت )بازنمننایی تنننک  اولیننه تفکننر

نحنوه   حنوزه . در اینن  مطنر  گردیند   [36] 5حسگری فشرده

تر از نرخ نایکوئیست  با تعداد نمونه کمعلامت برداری از نمونه

( و با شنرط  علامتموجود در  بسامداز دو برابر بیشینه  تر کم)

 بازنمننایی تنننکبننند طبقننهشننود. بازسننازی کامننل بیننان مننی

های یادگیری بدون پنارامتر اسنت.    یکی از روش 2آرسی( )اِ]

نیازی به مرحله آموزش ندارد ولی در طراحی  یبنداین طبقه

 دکنین  فنر   کنند. های آموزش استفاده میدیکشنری از داده

 به صورت  ها طبقهمجموعه دادگان آموزش و برچسب 

{(     )|           {5 3    }    5 3    }  
بُعند فضنای    m، هنا  طبقهتعداد  cکه در آن  نمایش داده شود.

متناظر با  طبقهبرچسب    و تعداد داده آموزش  n،  ورودی 

ام بنه   -j طبقنه ه متعلق بن     3زیردیکشنری .هستند   داده 

       3   5  ]   صننورت 
تعریننف شننده کننه در آن   [

تعننداد    ام و  -j طبقننهامننین داده  -i ،    و     3 5  

. دیکشننری  باشنند  می طبقههای آموزشی موجود در این داده

مختلف  های طبقهبا کنار هم قرار گرفتن زیردیکشنری  نهایی

  شود.ساخته میصورت زیر  به

(5)   [ 5  3     ]      , 

∑   ،که در آن   
 

  5
بند بازنمایی تنک هر داده در طبقه. 

                                                           
1 CS; Compressive Sensing  
2 SRC; Sparse Representation Classification  

شنود.   می الگوهای آموزش براسا] ترکیب خطی داده آزمون

 به عبارت دیگر

(6)      , 

 آزمنون  هنای  داده   بردار ضرایب تنک و       ،که در آن

تعلق  j طبقهبه     در صورتی که  آرمانیدر حالت د. نباش می

موزشنی اینن   آهای های متناظر با دادهداشته باشد، تنها درایه

 ،بنابراین. بردار ضرایب دارای مقدار غیر صفر هستند در طبقه

بند بازنمنایی تننک،   رو در طبقه ذاتاً تنک است؛ از این  بردار 

  شود.بردار ضرایب توسی رابطه زیر تخمین زده می

(7)          | |1                     

 های غیر صنفر( تعداد درایه -هنجاررم صفر )نُ 1| | ،در آنکه 

بنودن و   4با توجه بنه غیرمحند    باشد.می بردار ضرایب تنک

سازی بالا، در عمل از تقریب پیچیدگی زیاد حل مسهله بهینه

شنود. از  استفاده منی  )تبدیل نرم صفر به نرم یک( محد  آن

هنای آمنوزش و   بنودن داده  (نویزیای ) نوفهطرفی با توجه به 

  آید.در می 8 رابطه به صورت 7، رابطه آزمون

(8)          | |5            ‖      ‖3     

علامت بیشینه خطای قابل قبول در بازنمایی    در این رابطه،

، ضنرایب تننک  پس از تخمین بنردار  دهد.  را نشان می آزمون

علامنت آزمنون   که دارای کمیننه خطنای بازسنازی     ایی طبقه

به عبنارت   .شودبندی انتخا  میطبقه به عنوان نتیجه ،باشد

 دیگر:

(3)                (  )  ‖       ‖3  

بنننه ترتینننب بنننردار ضنننرایب تننننک و    و    کنننه در آن 

در این مقاله از د. نباشمی ام -iزیردیکشنری متناظر با کلا] 

منل در قطعنات مختلنف     بسنامد متوسی ضنرایب کپسنتروم   

هنای دیکشننری   ای به عنوان اتنم یک ثانیه (سیگنالعلامت )

بهنجار های موجود در دیکشنری همگی اتمشود. استفاده می

بنند  کنه طبقنه   شودشوند. این مسهله باعث میمی (نرمالیزه)

 طبقههای ویژگی متعلق به دو بازنمایی تنک قادر نباشد بردار

 [.35]تفکیک نمایند   ،را در شرایطی که در یک راستا هستند

 اسنتفاده از  روپنیش  در مقالنه حل این مسنهله   برایبنابراین 

 پاینه(  -)هسنته  بنند بازنمنایی تننک مبتننی بنر هسنته      طبقه

 شود. پیشنهاد می

                                                                                        
3 Sub-dictionary 
4 Nonconvex 

گذاری بندی و پنجرهقطعه

 علامت

 (5)رابطه  تبدیل فوریه سریع

 (3)رابطه  مل بانک صافی

  تبدیل کسينوسی گسسته

 (4)رابطه 

 گریه علامت

 مل بسامدضرایب کپستروم 
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 پایه(-)هسته بند بازنمایی تنک مبتنی بر هستهطبقه. 2-1

تنوان  های مبتنی بر هسته به سنادگی منی  استفاده از روشبا 

یک الگوریتم خطنی را بنه معنادل غیرخطنی آن تعمنیم داد.      

 :شوندبه صورت زیر تعریف می (   )  تواب  هسته معمولاً

 (11)          
 (    )   ( )  (  )  

نگاشنت    و   دو نمونه از فضنای ورودی     و  d ،که در آن

. تعندادی از توابن    هسنتند  (   ) غیرخطی مربوط به هسته 

 3ای، هسته چندجملنه 5هسته متداول عبارتند از هسته خطی

بنند  بنه منظنور طراحنی طبقنه     .9و هسته تاب  پاینه شنعاعی  

ها با اسنتفاده از نگاشنت   ، ابتدا دادهپایه -بازنمایی تنک هسته

ورودی به فضای هسته به صنورت زینر    از فضای  غیرخطی 

 د.نشومنتقل می

(11) 
       ( )  

[ 5( )  3( )     ( )]
 

  , 

( )  ،که در آن بعند      و   در  dتصویر بنردار      

بنر حسنب    آزمنون هنر داده   آرسی اِ]فضای هسته است. در 

شود.  می الگودر فضای ورودی های آموزش ترکیب خطی داده

در  آزمنون تصنویر هنر داده    آرسنی  اِ] کِنی  مشنابه در به طور 

بینان    هنای آمنوزش در   فضای هسته بر حسب تصنویر داده 

 کند.تغییر می 53به صورت  8رابطه  ،بنابراین گردد.می

(12) 
         | |5  

          ‖  (  )    ‖3     

  بردار ضنرایب تننک در فضنای هسنته اسنت.        آن که در 

تعریننف  59اسننت و بننه صننورت     منناتریس دیکشنننری در

 گردد. می

(19)   [ ( 5)   ( 3)     (  )]        

تر از بعند فضنای    ، بزرگDبا توجه به اینکه بعد فضای هسته 

محاسنباتی تعینین بنردار تننک بنا       ورودی است، پیچیندگی 

 8رابطننه تننر از معننادل آن در   بننیش 53رابطننه اسننتفاده از 

های کاهش بعد در فضنای  از روش معمولاً این روباشد. از  می

رتی کنه  صنو تنوان نشنان داد در   می گردد.هسته استفاده می

بنه صنورت    (4یترادیسن  -)ماتریس شنبه  کاهش بعد ماتریس

Βو       [ 5  3     ] ، انتخنننا  شنننود       

بنه   لازم [.35]کنند  تغییر منی  54رابطه به صورت  53رابطه 

، بنه  dکناهش یافتنه،    5ذکر است که در عمل بعند زیرفضنای  

                                                           
1 Linear kernel 
2 Polynomial kernel 
3 RBF; Radial Basis Function kernel  

 باشد.      شود که ای انتخا  می گونه

(11) 
         | |5            ‖   (1   )

     ‖
3
     

    در این رابطنه 
 
بنه صنورت زینر     (   1) و اسنت    

 شود. تعریف می

(15) 
 (1   )   

[ (    5)   (    3)     (     )]    

 تفکنری بردار ضرایب تنک در فضای هسته از محاسبه  پس از

شنود. بنه   بندی اسنتفاده منی  به منظور طبقه آرسی اِ] مشابه

 عبارت دیگر: 

(16) 
              (  ) 

    ‖Β  (1   )  Β    ( )‖
3
  

هایی متناظر با عملگری است که تنها درایه ( )   ،که در آن

با توجه به  نماید.حفظ و بقیه را صفر می  را از بردار  i طبقه

 بند بازنمایی تننک نهایی طبقهنمودار بلوکی چه بیان شد،  آن

مل بنه   بسامدمبتنی بر هسته با استفاده از ضرایب کپستروم 

 شود.میهاد نپیش 9شکل صورت 
 

 
روش  ی گریه نوزاد با استفاد ازختبازشنا یندآفری بلوکنمودار   9شکل 

 پیشنهادی.

                                                                                        
4 Pseudo-transformation matrix 
5 subspace 

 های ثبت شدهداده

 های آموزشداده آزمونهای داده

استخراج ضرایب 

 کپستروم مل

استخراج ضرایب 

 کپستروم مل

انتقال به فضای 

 هسته

انتقال به فضای 

 هسته

کاهش بعد و 

  دیکشنریطراحی 

 1حل مسئله نرم 

 (11)رابطه 

محاسبه کمينه خطای 

 (16بازسازی )رابطه 
 گيریتصميم
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 نتایج . 9

بازنمنایی تننک در    الگوهنای در این بخش به بررسی عملکرد 

تفکیک دو نوع صدای گریه نوزاد )گریه ناشنی از درد و گرینه   

 ماشنین بنردار پشنتیبان    .شود خته میناشی از گرسنگی( پردا

بنند   [ دو طبقنه 91-33مخفنی منارکوف ]   الگوی[ و 37-38]

به منظنور مقایسنه و    رو از این ؛دنباش معروف در این حوزه می

 بنر   عنلاوه  یشننهادی روش پحاصل از بررسی اثرگذاری نتایج 

از  بند بازنمایی تننک طبقه و متمایزکننده خطی فیشر تحلیل

اسنتفاده   نینز  مخفی منارکوف  الگویماشین بردار پشتیبان و 

یننک  (سننیگنالعلامننت ) 343در ایننن قسننمت  شننده اسننت.

)نیمنی از آن متعلنق بنه     (نرمالیزه شنده بهنجارشده ) ای ثانیه

درد( بنه منظنور    طبقنه گرسننگی و نیمنی متعلنق بنه      طبقه

 53بنه  علامنت  هر  .ندا ها بکاربرده شدهماعتبارسنجی الگوریت

تقسیم شده و  درصد 61پوشانی ای با همثانیهمیلی 511قطعه 

هنای  هر قطعنه بنه عننوان اتنم    متوسی ضرایب کپستروم مل 

بنندهای   طبقنه بند بازنمایی تنک و بردار ویژگی ورودی طبقه

اسنتفاده  ماشین بردار پشنتیبان   و متمایزکننده خطی تحلیل

در ماشین بردار پشتیبان از هسته گوسنی اسنتفاده    گردد.می

در حالت کلی به منظور محاسبه بنردار ویژگنی از    شده است.

 31مثلثی به صورت یکنواخت در مقینا] منل بنا     صافی 35

بنا   موجنود . نتنایج  اسنت  گردینده ضریب کپسنتروم اسنتفاده   

 -K روش اعتبارسننجی  بنا  رتکنرا  31 بنر روی  1گیریمتوسی

مجموعنه دادگنان بنه     لاینه  -Kدر روش  .ندا حاصل شده لایه

بنار   شود. هنر  میقسمت مساوی تقسیم  Kصورت تصادفی به 

قسنمت   K-5و  آزمنون یک قسمت از دادگان به عننوان داده  

بنه منظنور    شود. مانده به عنوان داده آموزش استفاده می باقی

 گردیده های اساسی استفادهمولفه تحلیلاز روش کاهش بعد 

 4شننکل کنناهش یافتننه اسننت.  93و بعنند فضننای هسننته بننه 

روی دو داده از  را بنننر آرسنننی اِ] کنِننینتیجنننه  ازای  نموننننه

منحنی بنالا چن     دهد.درد و گرسنگی نمایش می های طبقه

گریه گرسننگی   طبقهتنک داده نمونه متعلق به  بردار ضرایب

از کرنل گوسی )تاب  در محاسبه این ضرایب  دهد.را نشان می

منرز بنین   پایه شعاعی( استفاده شده اسنت. در اینن منحننی    

توسنی خنی چنین رننگ      طبقنه ضرایب تنک متنناظر بنا دو   

هنای   ضنرایب تننک سنهم هنر ینک اتنم      . شنود مشاهده منی 

د. بنه  نن ده نشنان منی   آزمنون داده  دیکشنری را در بازنمنایی 

                                                           
1 Averaging 

شود در این مورد خاا  طور که مشاهده می عنوان مثال همان

درایه صدم بردار ضرایب تننک بیشنترین دامننه را داشنته از     

از دیکشننری بیشننترین سننهم را در  رو اتننم شنماره صنند   اینن 

باشد. نکته قابل توجه اینن اسنت    دارا می آزمونبازنمایی داده 

های موجود در بردار ضرایب دارای مقدار صفر و  ایهرکه اکثر د

به عبارت دیگر تنها تعداد معندودی   هستند زدیک به صفرنیا 

شنرکت  منورد نظنر    هنا  در بازنمایی داده های دیکشنری از اتم

   اند. یافته

را  هنا  ای پایین چ  خطای بازسازی همان دادهاستوانهنمودار 

طنور کنه قابنل     دهند. همنان  منی  نمایش طبقهبه ازای هر دو 

تر از  گی بسیار کمگرسن طبقهمشاهده است، خطای بازسازی 

 4شنکل  باشد. در سمت راست درد می طبقهخطای بازسازی 

نموننه   هنا  نیز بردار ضرایب تنک و خطای بازسنازی ینک داده  

. روشنن اسنت کنه    نند ا درد نمایش داده شنده  طبقهمتعلق به 

بنندی  نمونه را به درسنتی طبقنه   ها این دو دادهآرسی  اِ] کِی

 کند. می
 

 
بندی با استفاده از ضرایب بردار تنک در طبقهاندازه ای از نمونه 1شکل 

. 3 طبقهو )راست(  5 طبقه)چ (  آزمونبرای دو داده  آرسی اِ] کِی

 دهد.را نشان می طبقهچین مرز بین ضرایب تنک دو  خی

 
 آرسی اِ] کیِمقایسه عملکرد تواب  هسته مختلف در دقت  1جدول 

 انحراف معیار(. ±)میانگین 

 نوع هسته‌بندی )%(دقت طبقه

 ایچندجمله 9/5±6/31

 گوسی 4/5±4/35

 خطی 9/5±7/31

 

 5جندول  به منظور بررسی تاثیر انتخا  نوع تاب  هسنته، در  

هسته ارائنه  اب  تسه نوع به ازای آرسی  اِ] کِیبند نتایج طبقه
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بنه   لایه -K ، در اعتبارسنجی=9K. این نتایج به ازای ندا شده

شنود، تناب  هسنته    طور که مشاهده منی . همانندا دست آمده

ای عمل  چندجملههسته خطی و  گوسی کمی بهتر از دو تاب 

هنا از فضنای   کند. بنابراین در ادامه به منظور انتقنال داده می

در  .شنود  ورودی به فضای هسته از تاب  گوسنی اسنتفاده منی   

 واِی  دیی اِلهای بندعملکرد روش پیشنهادی با طبقه 6شکل 

های آمنوزش   تعداد دادهبه ازای  5اِم اِم اِم و اِچ وی آرسی، اِ] اِ]

 -Kدر روش  Kمختلف مقایسه شده است. محور افقی مقندار  

ضنریب   31را بنه ازای   یبنند و محور عمودی دقت طبقه لایه

طنور کنه مشنخص اسنت بنا       دهند. همنان  کپستروم نشان می

( به طور کلی دقت Kهای آموزش )افزایش افزایش تعداد داده

بند بازنمایی و در این بین طبقه بهبود کمی داشتهها بندطبقه

عملکرد بهتری نسبت بنه  پایه(  -)هستههسته تنک مبتنی بر 

 لاینه  -5طنوری کنه بنه ازای    ه بن دیگر دارد؛  هابند طبقه سایر

 رسد.می درصد 6/39دقت به 
 

 
به ازای تعداد  مختلفهای روش بندیمقایسه دقت طبقه 5شکل 

 .متفاوتهای آموزش   داده
 

 
به ازای تعداد  مختلفهای بندی روشمقایسه دقت طبقه  6شکل 

 .متفاوتضرایب کپستروم 

                                                           
1 HMM; hidden markov model 

منل در   بسامدثیر تعداد ضرایب کپستروم أبه منظور بررسی ت

ارائه شده اسنت. در اینن شنکل     5شکل ها، بندعملکرد طبقه

ها به ازای ابعاد مختلف ورودی )تعنداد ضنرایب   بنددقت طبقه

شنود. نتنایج   ( مشاهده منی علامتقطعه  رکپستروم به ازای ه

ضریب کپستروم همنه   31د که به ازای انتخا  ندهنشان می

 عملکنرد بهتنرین   به غیر از ماشین بردار پشتیبان هابندطبقه

آرسننی،  اِ] کِننی هننای روشدر ایننن شننرایی  د.ننندارخننود را 

هنای دو  قادرنند داده  اِم اِم اِچو  اِم وی اِ]، اِی دینی  اِل، آرسی ]اِ

و  9/83، 6/86، 3/35، 6/39 هنای را به ترتیب بنا دقنت   طبقه

مشناهده  طور کنه   همان از یکدیگر تفکیک کنند. درصد 3/33

عملکرد قابل قبنولی در تفکینک دو   روش پیشنهادی  شودمی

 به طور کلی دارد ونوع صدای گریه مربوط به درد و گرسنگی 

  کند.عمل می ها بندطبقه سایربهتر از 

 

 بحث. 1

بنندی   تنک بنه منظنور طبقنه    الگوهای نظریه ،در این مطالعه

منورد بررسنی   صدای گریه نوزاد با دو منشاء درد و گرسنگی 

شده از گریه  های ثبت که فضای داده به دلیل این قرار گرفت.

تفکیک دو نوع صدای گریه نوزاد، اطلاعات مناسبی به منظور 

رو  دهند، از اینن   )ناشی از درد و گرسنگی( در اختیار قرار نمی

مناسب پیشننهاد  بازنمایی تنک در فضای بردار ویژگی  الگوی

 داده شد. 

علامنت   بسنامدی  تبی بنا طینف  منر  های ویژگی ،به طور کلی

ی ختاطلاعات مناسبی به منظور تفکینک و بازشننا   (سیگنال)

رو ضرایب  از ایند. نده ریه در اختیار قرار میگفتار و صدای گ

بینی خطی در بسنیاری از مطالعنات   ضرایب پیشکپستروم و 

مقالنه   [. در59، 5شنوند ]  موجود در این حنوزه اسنتفاده منی   

جاری ضرایب کپستروم به منظور طراحی دیکشنری موجنود  

ن انتخنا  از دو  . دلینل این  ندتنک بکار برده شند  الگوهایدر 

اینکنه ضنرایب کپسنتروم سنازگاری      اول شود. می بیانمنظر 

شنوایی انسنان در   انهمابسیار خوبی با حساسیت غیرخطی س

اینن ضنرایب در   د. بنه عبنارت دیگنر    نن مختلف دار بسامدهای

پننذیری  تفکیننکرا بننا  بسننامدیپننایین اطلاعننات  بسننامدهای

بالا در اختینار قنرار    بسامدهایبیشتری نسبت به  (رزولوشن)

دوم اینکنه یکنی از پارامترهنای مهنم در انتخنا       د. نن ده می

  بین زیردیکشننری  2دوسی متقابل هم ،تنک الگوی  دیکشنری

                                                           
2 MC; Mutual Coherence 
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 اینن پنارامتر بنه    [.95اسنت ]  ها مختلف داده های بندی طبقه

  شود. تعریف می صورت زیر

هنای   ترتینب زیردیکشننری  بنه    3 و   5 ، 3  ،5 که در آن 

هنای   امین اتنم از زیردیکشننری   -jامین و  -i کلا] یک، دو،

دهننده   مقدار کم این پنارامتر نشنان  . هستند کلا] یک و دو

بودن دو زیردیکشنری است. به عبارت دیگنر هنر    1ناهمدو]

همدوسی متقابنل بنین دو زیردیکشننری انتخنا      چه مقدار 

تنک با دقنت بنالاتری    الگویبندی در  شده کمتر باشد، طبقه

دوسی متقابل دیکشنری ساخته  انجام خواهد شد. مقایسه هم

بینی خطی نشان پیششده توسی ضرایب کپستروم و ضرایب 

ضنرایب کپسنتروم   هنای حاصنل از    دهد که زیردیکشننری  می

ضننرایب  هننای بت بننه زیردیکشنننریتننری نسنن همدوسننی کننم

د. بننابراین در طراحنی دیکشننری در    نن بینی خطنی دار  پیش

 کاربرد جاری از ضرایب کپستروم استفاده شده است.

ضریب  31به ازای  ،شود میمشاهده  6شکل طور که در  همان

بنندی بنا    های آمنوزش، طبقنه   کپستروم و تعداد متفاوت داده

پایه(  -)هستهبازنمایی تنک مبتنی بر هسته  الگویاستفاده از 

عملکنرد بهتنری دارد. انتقنال     ،بند دیگر نسبت به چهار طبقه

آرسنی   اِ] های دیکشنری به فضنای هسنته در روش کِنی    اتم

دلیل اصلی این برتنری اسنت. بنه عبنارت دیگنر هنر ینک از        

حاوی اطلاعاتی از شباهت های دیکشنری در فضای هسته  اتم

در  تنک است. الگویهای موجود در  اتم مورد نظر با سایر اتم

تعنداد ضنرایب کپسنتروم    بنندها بنه    حساسیت طبقه 5شکل 

نمایش داده شده است. نکته قابل توجه این است که بنه ازای  

ضنریب در مسنهله جناری(     6کنم ضنرایب کپسنتروم )    تعداد

مخفی مارکوف بهتر از  الگویعملکرد ماشین بردار پشتیبان و 

 31فنزایش تعنداد ضنرایب )   بنندها بنوده ولنی بنا ا     سایر طبقه

به عملکنرد بهیننه خنود نزدینک     آرسی  اِ] ضریب( روش کِی

عمننل  اِچ اِم اِم و اِچ ویننی اِ] شننده و در ایننن شننرایی بهتننر از 

بند بازنمایی تنک  لازم به ذکر است که عملکرد طبقه کند. می

قابنل ارتقنا   با اعمال تمهیداتی پایه(  -)هسته مبتنی بر هسته

های کناهش بعند بنا     باشد. به عنوان مثال استفاده از روش می

های اساسی در ساختار این  مولفه تحلیلنظارت به جای روش 

                                                           
1 Incoherent 

  . منجر شود الگوتواند به بهبود نتایج این  بند می طبقه

 

 گيرینتيجه. 5

بازنمنایی   الگوهنای به بررسی امکان اسنتفاده از  در این مقاله 

. پرداختنه شند  ندی دو نوع صدای گریه ننوزاد  بتنک در طبقه

 الگوهنا استفاده از اینن   برایچارچو  مورد نیاز  بدین منظور

 نند بندی صدای گریه نوزاد ارائه شد. نتایج نشنان داد در طبقه

 ،پاینه(  -)هسنته  بند بازنمایی تنک مبتنی بنر هسنته  که طبقه

در  بنندهای ذکنر شنده    سنایر طبقنه  عملکرد بهتری نسبت به 

دارد. گرسننگی و درد   تفکیک صدای گریه نوزاد با دو منشناء 

هنای  در تشنکیل هنر ینک از اتنم    دلیل این امر این است که 

های آمنوزش  دیکشنری در فضای هسته از اطلاعات همه داده

 ،هنا  سنایر روش گردد؛ این در حالی اسنت کنه در   استفاده می

وط بنه  های مربن های دیکشنری تنها از داده بردار ویژگی و اتم

 شوند. موزش استخراج میآیک داده 

بازنمایی تنک  الگوهایانتخا  مناسب دیکشنری در عملکرد 

هننای رو اسننتفاده از الگننوریتم از ایننن ثیرگننذار اسننت.أبسنیار ت 

یادگیری دیکشنری به منظور انطبناق دیکشننری و مجموعنه    

را  طبقنه هنای دو  تواند میزان قندرت تفکینک داده  ها میداده

  گردد. بررسی می تیهد. این مسهله در کارهای آافزایش د
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Analysis of infants cry sound using kernel sparse representation-based 

classifier 
 

A. Akhavan, M.H. Moradi
 

 
Bioelectrical Engineering Department, Faculty of Biomedical Engineering, Amirkabir University 

 

Abstract 

Processing of infant cry sound provides useful information about his/her condition. This information 

can be used to establish a diagnostic method to determine the infant's needs. This paper addresses the 

analysis of newborn babies cry sound in order to discriminate crying associated with hunger from that 

originating from pain. Sparse representation models are one of the state of the art processing tools in 

pattern recognition and machine learning. In this work a novel framework is proposed in order to deal 

with sparsity-based approach in a classification task. The dictionary atoms of the sparse model are 

designed using Mel Frequency Cepstrum Coefficient in kernel space. Performance assessment of 

kernel sparse representation model shows the discriminative power of this model in classifying 

different types of infant cry sound. In order to compare, the results of conventional sparse 

representation model and some other well-known classifiers (Hidden Markov Model and Support 

Vector Machine) are also presented. The results show that the proposed model has better performance 

in comparison with the other presented classifiers. Using 6-fold cross validation the kernel sparse 

model can distinguish two types of infant cry with more than 93% accuracy. The pain and hunger 

databases are recorded from 51 (19 male and 32 female) 2-3 day old healthy infants. 

 

Keywords: Sparse Representation Model, Sparse Representation Classifier, Kernel-based model, 

Mel Frequency Cepstrum Coefficient, Infant cry sound. 
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